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Can we trust AI technologies?
AI is everywhere

Image derived from https://www.dfki.de/en/web/news/detail/News/kitos0/
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Can we trust AI technologies?
Adversarial attack

It is a bird
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Adversarial actions

It is a bird
It is a snake
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Can we trust AI technologies?
Adversarial attack (other types)

“the boy looked out at the horizon” 

“later we simply let life proeed in its own direction toward”
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Can we trust AI technologies?
Adversarial attack (real world example)

Real label is 60 km/h

Traffic sign 
with adversarial noises

Max. speed is 100 km/h

Image derived from https://emerj.com/partner-content/self-driving-cars-
simulations/

https://emerj.com/partner-content/self-driving-cars-simulations/
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Can we trust AI technologies?
Adversarial attack (real world example)

No human detected
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Can we trust AI technologies?
Adversarial denfence

Pro-active Negative Pre-processing 

Make  model more robust Detector Correction on datasets

Adversarial 
examples PreprocessingAnother AI technique to 

detect adversarial 
examples 
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