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Figure 1: Machine Learning lifecycle.

Table 1: Overview of the hazards identified for the different phases of the ML lifecycle (here the hazards are briefly described, a detailed identification can be found in [1]).

Phase Hazard Description

Incomplete definition of data - Incomplete definition of all operation conditions, including corner and edge cases.
Incorrect objective function - Objective functions that overlook or do not correctly prioritize important safety aspects.
Requirements Inadequate performance measure - Inadequate selection of a performance measure leading to wrong output for portions of the dataset.

Incompleteness on testing/verification | - Incomplete coverage of operation scenarios and/or inadequate definition of threshold values for performance metrics.

Inadequate safe operating values - Incorrect definition of values for “measure of confidence” or a comparison to “reasonable values” (threshold under which the risk level is acceptable).

Inadequate distribution - Inadequate coverage of dataset identified in Requirements phase.
- Different distribution of training data and real operation data due to distribution shift.
- Different distribution of training data and real operation data due to lost or corrupt data.
- Absence or under-representation of rare examples (i.e., corner and edges cases).

Bias - Sample bias when samples are not representative.
- Measurement bias when data is collected from different sources.
Data Management - Confirmation bias which focus on information that confirms already held perceptions.
- Exclusion bias when important samples and/or features are removed.

Irrelevance - Data acquired contains extraneous and irrelevant information.

Quality deficiencies - Corrupt data due to measurement issues (sensors accuracy related).
- Incorrectly annotated data.
- Inadequate delta between cleaned data and real data.
- Introduction of non-realistic examples trough data augmentation techniques.

Error rate - Measured error rate differing from real error rate due to finite nature of samples set.
Model Development - Failing to 1dentify wrong predictions as incorrect (model “silently” fails).

Lack of interpretability - Lack of interpretability hides potential misbehaviour.

Model Testing and Incompleteness - Insufficient number of test samples which may result in an operational risk much larger than the identifiable actual risk for the test set.
Verification Non-representative distribution - Test set 1s not representative, therefore the testing performance may not be accurate.

Differences in operational environment | - Failure in the subsystems that provide inputs.
Model Deployment : :
Adversarial attacks - Incorrect output produced due to adversarial attacks.
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